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challenges. Traditional face-to-face learning was no longer feasible due to health
restrictions, and this condition accelerated the integration of technology into
teaching and learning activities. As a result, online, offline, and hybrid learning
methods emerged as the primary alternatives for sustaining academic activities.
However, the rapid shift also highlighted a critical issue: the effectiveness of these
learning methods varied widely depending on institutional readiness, available
resources, and student adaptability. Determining the most effective method has
therefore become essential to ensure quality outcomes, maintain student
performance, and support the continuity of higher education in the post-pandemic
era.

Aims: This study aims to identify the appropriate post-pandemic learning strategy
in higher education by applying the CRISP-DM methodology and the k-means
clustering algorithm.

Methods: The dataset consists of 65,778 student records collected from 2015—
2020, preprocessed through data reduction, cleaning, and transformation. K-means
clustering was applied using Orange, an open-source data mining tool.
Furthermore, evaluated with the Silhouette Coefficient, and use additional analysis
has been carried out using feature statistics.

Result: The results show that offline learning produced the highest total frequency,
hybrid learning was in the medium range and online learning the lowest. Silhouette
Coefficient scores indicated cluster quality in the medium structure category, with
values of 0.47, 0.56, and 0.65 across three clusters. These findings suggest that
offline learning remains the most effective method under normal conditions, hybrid
learning is more suitable during pandemic or transitional periods, while online
learning can serve as an alternative depending on institutional or governmental
policies.

Conclusion: The study concludes that clustering-based analysis provides practical
insights for designing adaptive, data-driven learning strategies in higher education.
This study provides practical implications and benefits by guiding institutions to
design adaptive, data-driven learning strategies and establish more precise,
responsive educational policies.
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1. Introduction

The Circular Letter of the Minister of Education and Culture Number 4 of 2020, which regulates the
Implementation of Education Policy during the Emergency Period of the Spread of Covid-19, and the
Decree of the Minister of Education and Culture Number 719/P/2020 concerning Guidelines for the
Implementation of Curriculum in Educational Units under Special Conditions by the Minister of

75


https://opscitech.com/journal
https://creativecommons.org/licenses/by-sa/4.0/
https://creativecommons.org/licenses/by-sa/4.0/

Education and Culture of the Republic of Indonesia, requires Higher Education Institutions to maintain
competitiveness by utilizing available resources even during the pandemic (Prayoga ef al., 2021).

Face-to-face classroom learning during the pandemic was not possible but could be carried out by
integrating technology into the learning process, both online (in-network) and offline (out-of-network)
(Ambarita ef al., 2020). Direct instructions from the government also had to be followed by students as a
preventive measure against the spread of the coronavirus. Therefore, various alternative learning methods
such as online learning were implemented (Widyastuti, 2021). In addition to online and offline learning
methods, some schools and universities also applied hybrid learning, a combination of offline and online
learning with a proportion of 50% offline and 50% online (Verawati & Desprayoga, 2019; TIM DPD
ADRI Jawa Timur, 2021). Hybrid learning, also known as blended learning, utilizes the strengths of both
face-to-face and online learning to cover the weaknesses of each. Face-to-face learning has advantages
that cannot be replaced by Distance Learning (PJJ), and vice versa (Andiopenta & Aripudin, 2021). The
main objective of hybrid learning is to provide opportunities for learners with diverse characteristics to be
independent, sustainable, and continuously developing, so that the learning process becomes more
effective, efficient, and engaging (Setianingsih, 2021). After the pandemic ended, this habit has
continued, with many universities still applying online or hybrid learning for various reasons and
considerations.

Learning methods are one of the key components of the learning system that must be measurable.
Therefore, organizers of the Teaching and Learning Process (PBM) must be able to determine the right
and accurate learning methods to be implemented so that the intended learning outcomes can be achieved.
Conversely, if the learning methods applied are not appropriate, the results of the learning process will be
low or unsatisfactory. In relation to these challenges, many previous studies have used data mining to
address clustering problems across various fields. In several previous studies, data mining has been
widely used to address problems in data clustering across various fields. Data mining is the science of
collecting, cleaning, processing, analyzing, and extracting useful knowledge from data. Fields related to
data mining include databases, information science, high-performance computing, visualization, machine
learning, statistics, neural networks, mathematics, information retrieval and extraction, and pattern
recognition (Hermawati, 2013).

In data mining, one important function is cluster analysis, also known as clustering, which aims to
group objects such that those within the same group share similarities, while objects in different groups
show differences. Cluster analysis has several advantages, including the ability to group large volumes of
data with many variables, and its applicability to ordinal, interval, and ratio scale data (Rachmatin, 2014;
Ikhsan, 2021). Clustering is often used as an initial stage in the data mining process, with the resulting
clusters serving as input for subsequent algorithms (Alasali & Ortakei, 2024). K-means clustering is
commonly applied because the number of clusters required for item categorization is predetermined
(Abdullah et al., 2021; Ridzki et al., 2023). K-means iteratively calculates clusters and centroids,
applying a top-down approach to handle data grouping. It begins with a predetermined number of K
clusters, such as three groups, with three random centroids created as the initial focus of the clustering
process. The fundamental difference between clustering and classification algorithms lies in the absence
of target/class/label in clustering, which places it in the category of unsupervised learning

Previous research has implemented k-means clustering in the financial sector, which aims to reduce
the impact of fraud on the financial system and shows that machine learning-based k-means clustering is
promising for fraud detection, thereby creating a safer and more trusted transaction environment in the
financial sector (Huang er a/., 2024). Another study aims to group customers based on behavior and
characteristics, with k-means clustering using the elbow method producing four optimal clusters, where
the quantity and unit price variables were found to significantly influence customer behavior (Awalina &
Rahayu, 2023). Other study that show identify more effective and accurate promotion strategies for
prospective students, with results showing that the combination of k-means clustering and sentiment
analysis increased new student admissions by up to 90% (Awaludin & Gani, 2024).

A related study revealed attributes overlooked by traditional approaches in tackling poverty, indicating
that approximately 95% of Indonesia’s impoverished population were classified within the ‘Poor’ cluster,
with a Silhouette Score of 0.7416, thereby validating the efficacy of the clustering technique (Khalif ef
al, 2024). Other study developed efficient inventory strategies and identified popular products, with
Cluster 2 showing the best results (DBI -0.310), including 616 bestselling products and 8 less popular
products (Pujiono et al, 2024). Value-oriented and contextually grounded hybrid learning approaches
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have the potential to promote religious learning experiences that are authentic, adaptable, and
transformative in the post-pandemic period (Negara, 2025).

Among these six studies, all employed the k-means clustering method; however, this research differs
in terms of research objects, datasets, and study topics. The study's novelty lies in its focus on delivering a
data-driven evaluation of learning modalities across pandemic phases, supported by clustering validation
and evidence-based insights that advance adaptive learning strategies and educational data analytics.
This study aims to identify the appropriate post-pandemic learning strategy in higher education by
applying the CRISP-DM methodology and the k-means clustering algorithm. By clustering students
based on learning patterns and academic performance, higher education institutions can design more
adaptive and need-oriented learning strategies, while simultaneously supporting evidence-based decision
making, improving learning effectiveness, and contributing to the advancement of learning analytics in
the digital era of higher education.

2. Methods

The research methodology used is CRISP-DM (Cross-Industry Standard Process for Data Mining), a
method that provides standardized procedures in data mining which can be applied to problem-solving
strategies commonly found in the business sector or in research. It consists of several stages (Wiemer et
al., 2018; Shedriko & Firdaus, 2022) and represents the life cycle of a data mining project, with the stages
illustrated in Figure 1 as follows (Fimawahib & Rouza, 2021):

Data
Understanding

Business
| Understanding 2

=) %

DATA

Data
Preparation

Modeling

Evaluation

Figure 1. CRISP-DM Life Cycle (Plotnikova et al., 2022)

2.1. Business Understanding Stage: This is the initial stage, which involves understanding
the business objectives and identifying new information and knowledge to be discovered
from past datasets using data mining techniques.

2.2. Data Understanding Stage: After defining the business objectives, this stage focuses on
understanding the data. It begins with identifying the data collected, describing the data,
exploring the data, and carefully examining the quality of the data to be processed.

2.3. Data Preparation Stage: At this stage, the process involves identifying and preparing
the data, cleaning the data, checking for consistency, and selecting the data relevant to the
research. The dataset obtained is then organized and grouped into predetermined clusters.

2.4. Modeling Stage: This stage determines the model to be used for grouping learning
methods. K-means clustering is the model chosen in this study. The stages of the k-means
model are illustrated in Figure 2 (Lestari e al., 2022):
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Figure 2. Flowchart K-Means Clustering (Hasdyna ef al., 2025)

The flow of the k-means clustering algorithm in Figure 2 above consists of several stages

explained as follows:

a. Determine the number of clusters (K): Define the number of clusters in the dataset
and specify the quantity labeled as & in the k-means algorithm.

b. Determine the point assumption cluster center (centroid): Identify the central point
of the cluster, known as the centroid. The centroid value is determined by applying the
midpoint calculation method, which follows the maximum value for the high cluster
(C1), the average value for the medium cluster (C2), and the minimum value for the
low cluster (C3) (Hutagalung et al., 2021).

c. Calculate the object distance to the centroid: Compute the distance of each object
to the centroid. The distance is calculated using the Euclidean distance or distance
metric, with the following formula (Lubis & Tamam, 2022):

d(x,y) = 2 (i — yi)? (1)

Description:

d(x,y) : The distance between data x and data 'y
xi : The i-th testing data

yi : The i-th training data

d. Group objects based on the minimum distance: Classify objects according to the
closest or minimum distance.

e. Is there any object that moves? A check is performed to determine whether there are
still data points that change. If Yes, the process is repeated (iteration) back to step (a).
If the result is No, then the process can proceed to step (f). This process is also
referred to as iteration, where steps (a) to (d) are repeated until the positions of the
cluster centers show no significant changes or the data points no longer shift between
clusters.

The termination of testing is carried out by calculating the difference between weights. If the process
reaches convergence, then the testing can be stopped (Gunawan ez a/., 2024). The process ends when the
stopping criteria are met, or when the maximum number of iterations has been reached. This can be
calculated using the following formula (Hendrastuty, 2024):

1
Ry = N_k(Xlk + - Xnk) )
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Description:

Rk : Iteration termination

X1 : Value of the first data record
X2 : Value of the second data record
Nk : Total number of data records

f. Cluster result: Display the clustering outcome.

The k-means clustering algorithm has a weakness, namely its sensitivity to cluster

initialization. The basic principle of the k-means algorithm can be explained as follows

(Pratiwi & Ginting, 2024):

1. Cluster initialization.

2. Assign each data point to the most suitable cluster based on its proximity to the
centroid. The centroid is a term vector considered as the midpoint of the cluster.

3. After all data points are assigned to clusters, recalculate the centroid of each cluster
based on the documents contained within that cluster.

4. If the centroid does not change (within a certain threshold), then stop. If it still
changes, return to step 2.

The tool used in this study is Orange, an open-source software specifically designed for

data mining. It is quite powerful while also being relatively easy and simple to use. Some

of the features provided by this tool/software are as follows (Shedriko & Firdaus, 2022):
a. Provides a wide variety of different algorithms for machine learning and data
mining.
b. An open-source application that is freely available at no cost.

A standalone and independent platform.

Easy to use by anyone, not limited to data mining specialists.

Flexible facilities for conducting experiments.

Regularly updated with the addition of new features and algorithms.

o oo

2.5 Evaluation Stage: This evaluation is carried out to determine whether the implemented modeling
is appropriate and suitable for the research case, and whether it aligns with the intended objectives.
The results of this evaluation can then be used to decide the next steps whether the process can be
continued or needs to be repeated from the beginning due to not meeting the objectives (Fahmi ef
al., 2021).

This stage is the testing process of the clusters formed using the k-means clustering algorithm with the
Silhouette Coefficient (SC). The Silhouette Coefficient method, developed by Rousseeuw in 1987, is used
to assess the quality of a cluster. Another function of this method is to identify the degree of membership
of each object in a cluster (Paramartha ez a/., 2017). The Silhouette Coefficient integrates clustering
validation methods, namely cohesion, which measures how closely related objects are within a cluster,
and separation, which measures how far apart the clusters are from each other (Pramesti ef al., 2017).

The steps to calculate the Silhouette Coefficient are as follows (Lubis & Tamam, 2022):
a. For each object i, calculate the average distance from object i to all other objects
within the same cluster. This average value is called a.
b. For each object i, calculate the average distance from object i to objects in other
clusters. From all these average distances, take the smallest value. This value is
called b.
c. Then, the Silhouette Coefficient for object i is obtained.

To calculate the value of the Silhouette Coefficient, also known as the Silhouette Score, the following
formula can be used:

_ (b—a)
" Max (a,b) (3)
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Description:
S : Silhouette Coefficient
a : The average distance from object i to all other objects within the same cluster

b : The smallest average distance to objects in other clusters

The dataset used in the calculation of the Silhouette Coefficient only applies sample data, while the
sample size is determined using Slovin’s formula as follows (Aryanto ez al., 2024):

1
n= 1+N(e)? )
Description:

n : Sample

N : Population

e : Standard error

2.6. Deployment Stage: This stage is carried out once all the previous stages have been completed, or
in other words, it is the final stage of the research (Pratiwi ef a/., 2024). The result of this stage is
a report on the k-means clustering calculations of the completed data, presented as the knowledge
gained and the recommendations provided at the end of this study.

3. Results dan Discussion
3.1 Results

Based on the method used in this study, namely the CRISP-DM method, the following process stages
were carried out:

3.1.1. Business Understanding

Private universities are required to be adaptive in facing the rapid demands of change, both in terms of
information technology and government policy shifts in the field of education in Indonesia. The purpose
of this research is to determine the appropriate learning method to be applied. The observation activity
was carried out by directly observing behaviors, interactions, and situations relevant to the study, with the
aim of understanding the existing social and cultural context (Nartin ef a/., 2024). The expected output of
this research is the benefit of identifying the most suitable and effective learning method, which will
positively impact students’ academic performance.

3.1.2. Data Understanding

This dataset originates from primary data, obtained from records of lecture implementation prior to
COVID-19, during the COVID-19 period, and after COVID-19. The data used is in the form of Excel
documents with the .x/sx format. The dataset consists of learning method implementation results from
2015 to 2020, described with 16 attributes, namely: NPM, Name, Academic Year Code, Semester, Course
Code, Course Name, Class, Time, Room, Midterm Exam, Practical Midterm Exam, Final Exam, Practical
Final Exam, Assignment, Total Score, and Letter Grade, amounting to 262,075 records. Attribute
selection based on data tailored to research needs. The attributes of exam scores (midterm, final,
practical) and assignments were selected because they directly reflect students’ academic performance,
while the total score serves as the main aggregate indicator in clustering. The letter grade functions as a
validation variable to assess the consistency of the cluster results. Attributes such as academic year,
semester, course, class, time, and room provide administrative context, whereas NPM and name act only
as identifiers and are not used in the clustering process. Data exploration was then carried out by selecting
attributes relevant to the research and verifying data quality through manual checks using Microsoft Excel
and automated checks with Orange. The attribute Semester, course, class, time, room, and assessment
scores reflect how learning modes influence implementation and student performance, while total score
and letter grade show overall outcomes, only NPM and name serve as identifiers and are not analytically
relevant. The Silhouette Coefficient is used to assess the quality of clustering results by evaluating how
well an object fits within its assigned cluster compared to other clusters. In this context, the NPM is
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relevant as a unique identifier that ensures each student can be traced back when evaluating the Silhouette
value, since the presence of NPM allows clustering results tested with the Silhouette Coefficient to be
mapped back to specific individuals, thereby facilitating the analysis of differences among students within
the same cluster as well as across clusters .If there are no missing values and no data duplication occurs,
the dataset is considered to be of good quality (Fimawahib & Rouza, 2021).

3.1.3. Data Preparation

Data preparation was conducted through preprocessing to ensure that the data processed with k-means
clustering was of high quality. The preprocessing included data reduction, data cleaning, and data
transformation. Preprocessing is carried out using a widget called Preprocessing. Data reduction was
performed by removing unnecessary attributes, leaving five attributes: NPM, Name, Academic Year
Code, Total Score, and Letter Grade. Data cleaning was carried out by eliminating missing values in
attributes with many empty or null entries, ensuring greater accuracy in k-means processing. Data
transformation was applied to inconsistent entries, such as the use of commas and periods in the Total
Score attribute. Furthermore, only data from undergraduate (S1) programs were selected (Table 1). After
cleaning, 68,289 records remained. To ensure fairness in the distribution of courses from the curriculum
of each S1 program over the three years, only odd-semester data were selected, resulting in a final dataset
of 65778 records.

Tabel 1. Dataset

NPM Name Academic Year Code Total Score Letter Grade
1211010054  Rifki Ahmad Maulana 20181 74.5 B
1211019003  Sony Adriansyah 20181 67 C
1311010032  Arby Kurniawan 20181 60.25 C
1511010021  Bobby Pramulia Putra 20191 75.68 B
1511050033  Richardo Martinus 20191 75.79 B
1611050018  Ronaldy Dwi Putra 20201 67.55 B
1612110323  Shenda Vita Dewi 20201 82.23 A
1512120084  Agustinus Frando Suherwanto 20201 85 A

3.1.4. Modelling

The algorithm used in this study is the K-Means Clustering algorithm. The tool employed is the
Orange application version 3.37, which is open-source and can be easily installed independently through
the following website link: https:/orangedatamining.com/. The version of Orange available on the
website is always up to date.

The first process carried out is determining the initial centroids, which is done randomly and
automatically in Orange using the Interactive K-Means widget, producing a visualization as shown in
Figure 3 below:
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Figure 3. Determination of Initial Centroid

The model design uses widgets in the Orange data mining application for implementing the k-means
clustering process which can be seen in Figure 4 below:

]
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Figure 4. K-Means Method

Several widget functions in the Orange application or tool for the modeling stage used in this study
include:

1. File is used to call or connect the dataset with the application so that it can be read,

allowing the dataset to be processed and its patterns identified.

2. Data Table 1s used to view the details of the dataset used, such as attributes, number

of records, data content, and so on.

3. Select Columns is used to select attributes that will be used or processed, since some

attributes may not be required.

4. Preprocess is used to perform dataset preprocessing, such as cleaning the data,
removing missing values, and ensuring that the dataset has good quality and is ready
for further processing.

. K-Means functions to perform the clustering process using the K-Means algorithm.

Scatter Plot functions to generate a dataset visualization in the form of a scatter plot.

7. Distributions functions to display visualizations in the form of distributions with bar
charts.

8. Silhouette Plot is used to display a dataset visualization of silhouette samples based on
selected attributes in the form of a plot (used in the evaluation stage).

AN

After the K-Means calculation process, the visualization results using the Scatter Plot widget from the
dataset in the application of the learning method based on Total (Axis X) and Grade (Axis Y) can be seen
in Figure 5 below:
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Figure 5. K-Means Scatter Plot

Figure 5 above shows student grades range from 0 to 100, and The letter grades consist of A, A-, B,
B+, C, D, and E. That many students received an E grade with a total score range of 0—40, and the fewest
received an A- grade with a total score range of 75—80, across the implementation of all learning methods,
namely online, hybrid, or offline. The Academic Year Code represents a specific period within the
academic calendar. This period is closely related to institutional policies in implementing learning
methods, such as offline before the pandemic, online learning during the Covid-19 pandemic, and hybrid
learning in the post-pandemic period. Thus, this attribute indirectly reflects the external context that
determines the learning method applied in a given period. Therefore, the Academic Year Code is relevant
as a determinant of the type of learning method, since each academic year code correlates with the
instructional model adopted during that period. C1, C2, and C3 are determined as the optimal clusters
based on clustering analysis with a Silhouette ~ 0.57, indicating fairly clear cluster separation. Each
cluster is distinguished by key student characteristics, such as study program, learning method, and
scores: C2 is the largest cluster because most students study offline with scores >79.44 (grade B), while
C1 and C3 represent groups with different score ranges or learning methods.

Meanwhile, the visualization using the Distribution widget from the dataset of the applied learning
methods based on Total (Axis X) and Frequency (Axis Y) can be seen in Figure 6 below:

83

% ST RS 3 550



Daring
® Hybrid

Luring

180

160

140

120

pLile] 3

Frequency

D_|||||...||II|II||||Ir|I||||‘|H ”Ill._
) ; : ; 20

0 10 20 30 40 50 60 70 &0
TOTAL

Figure 6. Distribution K-Means

L
100

From Figure 6 above, explain the distribution of k-means results it can be concluded that the highest
frequency of Total scores is found in the offline learning method (shown in green), the medium frequency
of Total scores is found in the hybrid learning method (shown in red), and the lowest frequency of Total
scores is found in the online learning method (shown in blue). In addition to using the frequency of the
data visualized in the image, additional analysis has been carried out using feature statistics which
function to understand academic performance by looking at student grade trends, assessing the
distribution of online/offline/hybrid learning methods, conducting initial analysis for clustering as a way
to determine which attributes are the most varied and relevant to be used in grouping. The application of
this additional analysis yielded the following data Table 2:

Table 2. Feature Statistics

Name Mean Median Mode Min Max Dispersion
Silhouette 0.572811 0.564436 0.645899 0.472664 0.645899 0.0632986
KDTA <20186 1.1
TOTAL >79.44 1.39
HURUF B 1.76
PRODI TI 1.39
METODE Offline 1.1
CLUSTER C2 1.03

The table indicates that the clustering quality is fairly good (Silhouette = 0.57), the majority of students
come from the IT study program, follow offline learning methods, and the largest cluster is C2,
representing a group of students with scores >79.44, equivalent to a letter grade B.

3.1.5. Evaluation

In order for the evaluation or testing stage in the Orange application to be carried out to calculate the
Silhouette Score, data sampling using the Slovin formula shows that the minimum sample size that can be
taken from this study is 7% of the dataset, resulting in 4,605 records. This was done to ensure the process
could be completed more quickly. A sample is a subset of the population whose characteristics will be
studied, selected because it can represent the entire population, thus its size may be smaller than the
population (Tarigan ef al., 2024).
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Then the process continues with the model design using widgets as shown in Figure 7 below:
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Figure 7. Evaluation K-Means Design

The visualization results of the dataset for applying the learning method with the Silhouette Plot
widget based on Silhouette Score and Cluster can be seen in Figure 8 below:
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Figure 8. Silhouette Coefficient

The average Silhouette Coefficient value of each object within a cluster is a measure that indicates
how tightly the data is grouped in that cluster. The interpretation of the Silhouette values, based on
Kaufman and Rousseeuw, is presented in Table 1 below:

Table 3. Silhouette Coefficient Values

Scale Description
0.7<SC<=1 Strong Structure
0.5<SC<=0.7 Medium Structure
0,25<SC<=0.5 Weak Structure

SC<=0.25 No Structure

Based on Figure 8 and Table 3, the silhouette score indicates that Cluster C2 obtained the highest
value of 0.65, with a description of medium structure or moderate value.

The visualization using the Distribution Silhouette widget can be seen in Figure 9. The test results

with Silhouette Score in Figure 9 show that the minimum index value in cluster C1 is 0.47, the medium in
cluster C3 is 0.56, and the maximum is in cluster C2 at 0.65.
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3.1.6. Deployment

From the implementation of clustering using k-means for each cluster formed (C1, C2, and C3) based
on the Total value of each cluster, the Silhouette Coefficient results showed the lowest (minimum) score
in cluster C1 of 0.47, medium in cluster C3 of 0.56, and the highest (maximum) in cluster C2 of 0.65. The
quality of clusters obtained from the k-means algorithm falls into the medium structure category, which
means it belongs to a reasonable cluster category. This category is considered good and aligns with the
initial research objectives, therefore the results of this study can be implemented.

3.2. Discussion

Investigations explicitly examining the accuracy of applying online, hybrid, and offline
learning methods have not yet been undertaken, although extensive research has addressed hybrid
learning implementation (Gerawati e al., 2025; Nazla et al., 2025; Grahani & Priambudi, 2024).
Prior to the COVID-19 pandemic, instructional activities were delivered exclusively through
conventional offline formats. During the pandemic, however, the offline approach faced
substantial limitations due to public health protocols aimed at mitigating viral transmission. As a
result, hybrid learning evolved in the post-pandemic era as a blended instructional model that
integrates face-to-face and online modalities within a single learning framework.

The results indicate that offline learning is the most effective because direct interaction and a
more conducive learning environment enhance students’ understanding and engagement. The
medium-level cluster structure reflects that, although student characteristics vary, consistent
grouping patterns can still be identified. The recommended sequence of offline—hybrid—online
learning corresponds to differences in effectiveness, infrastructure readiness, and students’
adaptability. Meanwhile, the medium-range Silhouette values suggest that the clusters are
sufficiently distinguishable, although not completely separated.

The results of this study yield several significant implications for the formulation of learning
strategies in higher education. First, the indication that offline learning attains the highest levels
of frequency and effectiveness highlights the need for institutions to prioritize face-to-face
instruction as the main approach under normal circumstances to enhance learning outcomes.
Second, the medium structure cluster quality suggests that data driven segmentation can serve as
a dependable basis for designing more responsive and adaptable learning policies. Third, the
recommended hierarchy of learning modalities offline followed by hybrid and online provides
policymakers with a framework for aligning instructional models with contextual demands,
particularly during transitional or crisis periods. Lastly, this study offers pathways for future
research through the integration of classification methods for predictive and forecasting purposes,
thereby further advancing learning analytics and reinforcing evidence based decision making
within higher education settings.
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It is suggested that future studies explore alternative clustering algorithms, increase the scope
of datasets to improve generalizability, and employ classification techniques to enable prediction
and forecasting of learning patterns. Furthermore, the inclusion of additional variables could offer
deeper insights, while empirical testing in real-world settings is necessary to assess the
effectiveness of the proposed learning strategies.

4. Conclusion

This research was conducted to determine the appropriate learning method strategy using the
k-means clustering algorithm. The method applied was CRISP-DM. The results and
visualizations from the k-means process show that the highest total data frequency was found in
offline learning, the medium frequency was in hybrid learning, and the lowest frequency was in
online learning. Meanwhile, the testing results using the Silhouette Coefficient method showed
the lowest (minimum) score in C1 of 0.47, medium in C3 of 0.56, and the highest (maximum) in
C2 of 0.65. This category falls into the medium structure cluster, which means it is a good cluster
and aligns with the research objectives, thus the results of this study can be implemented. Based
on the total value of each cluster, the recommended learning methods are: first (1) offline
learning, second (2) hybrid learning, and third (3) online learning. Under normal conditions,
offline learning is most suitable, while during pandemic conditions, hybrid learning is preferable
compared to online learning. Nevertheless, all methods can be chosen and implemented by
adjusting to the recommendations and regulations set by both the central and local governments.
The clustering method employed in this study can be further extended by conducting research that
applies classification techniques such as Regression, Decision Trees, Naive Bayes, and other
methods commonly used in data mining, which can subsequently be utilized for prediction,
forecasting, and other analytical purposes.
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